Chapter 4

Boundary Value and
Eigenvalue Problems

Solve second order linear differential equation

d*y(x)

dz?

+ k¥ (2)y(x) = S(x) (4.1)

for function y(z). When the source term S(z) is not zero, then this becomes
boundary value problem with boundary condition of y(zy) = yo and y(xy) =
yny or as an initial value problem with intitial condition of y(xy) = yo and
y'(zo) = yp or equivalently y(xo) = yo and y(z1) = y;. If the source term is
zero then this becomes eigenvalue problem with boundary condition.

Wave equation for normal mode in 1-d;

d*(x)

d?x

— I (@)u(2). (4.2)

Poisson equation for electric potential;
9 (/s 1
V() = —— (). (4.3)

Time independent Schrodinger equation;

2m

[—BVQJH/(F)] U(F) = Eu(r). (4.4)
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In Cartesian 1-d, V2 = dd—;. In spherical coordinate system,

Vv o= 19 7“22 + o sin@g + L 872
- r20r or r2sinf 00 00 r2 sin? 6 92
102 1 L2
_ o 1L1% 4.
r8r2r+7“2 h? (4:5)
For spherically symmetric system, i.e., for p(7) = p(r) or V(7) = V(r), the
variables r, #, and ¢ are separable

R(r)

U(r,0,¢) = Yim (0, ) (4.6)
with spherical harmonic Y;,,. Then the equation for radial function R be-
comes

dR(r) 2m 11+ 1)R?

dr? +? E=Vir) -

RO) = ——rplr)  (47)

2mir?

where the source term p(r) = 0 for the time independent Schrédinger equa-
tion and £ = 0 and V(r) = 0 for the Poisson equation.

4.1 Numerov Algorithm

When the source S(z) is not zero, the inhomogeneous linear differential equa-
tion Eq.(4.1) with boundary condition determines the response y(z) to the

source S(z). From Eq.(2.8), for Eq.(4.1),
_ _ 2,1 E " 6
Ynt1 = 2Un + Yn—1 = h Yn T 12yn + O<h )
h4
= W3S —K*y), + ik k)" 4+ O(h%).  (4.8)

Using Eq.(2.13) for ¢ = (S — k?y)”,

h? h? h?
(1 + 121@21+1> Ynt1 — 2 (1 - 512/@%) Yn + (1 + 1/%%_1) Yn—1

h2
= 1 (Sp41+ 108, + S,—1) + O(R®). (4.9)
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This recursion relation can be used as an initial value problem. Start with
yo and y; or yy and yn_1. The response y(x) to the source S(x) can also
be found using Predictor-Corrector Algorithm with boundary condition of
y(xo) = yo and y(zx) = yn as discussed in Sect.3.3.

Since Eq.(4.1) is a linear differential equation, a large error at end points
could occur even if we start with a small error at initial points. For an
inhomogeneous linear differential equation the general solution is a sum of a
particular solution of the inhomogeneous equation and a general solution of
homogeneous differential equation. As a simple example,

d2
;;(f ) _ s (4.10)

has solution ¢(z) = e~* with boundary condition ¢(0) = 1. The homoge-
neous equation d?¢(z)/dz* = 0 has a general solution of ¢(x) = a + bz with
arbitrary constants a and b. Thus the general solution of Eq.(4.10) is

p(x) =€+ a+ bx. (4.11)

Even if there is only a very small error in initial value y, and ¥;, the error
becomes larger and larger as a + bx form in the recursive steps of Numerov
method. However since we know the form of the error occurring due to the
solution of homogeneous equation, we can compensate by hand after recursive
calculation to remove this type of error. If we use predictor-corrector method
with proper boundary condition then this problem does not occur. Another
way of avoiding this kind of error is using Green function satisfying boundary
condition at both side.

4.2 Green’s Function Solution; Boundary Con-
dition
Gauss theorem;
/VV- AV = ng-dS. (4.12)
Green’s theorem, with A= oV and B= UVV o,

/Vﬁ-(fi’—é)dv - /V[qsv?w—w%] dv — fq[gﬁ%—w%}-dﬁ
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For a linear differential equation,

[V RO = S0 (413
the corresponding Green function;
(V2 2] G = 4o (— 7). (114
Then
W) = 4 [GENSENV
+417T?{S (G FVU() - U(F)V'C(F, )] -dS  (4.15)

with Green’s function satisfying a proper boundary condition.
In 1-d, the solution ¢(x) of

d2
- = 4.1
ko) o) = s (1.16
with boundary condition of ¢(x = a) =0 and ¢(x =b) =0 for a < x < b,
b
o) = / C(z,2')S(x')de, (4.17)
where the Green’s function G(z,2’) satisfies
d2
[dxz—i-k:(x)] G(z,z") = d(x—2') (4.18)

with proper boundary condition, i.e, G(z,z’) = 0 when either of x or 2’ is at
the bondary point a or b for this case. Integrating this

@
dz

dG

- = 1 4.1
T (4.19)

r=x'+e€ r=x'—¢

Using the homogeneous solution ¢ and ¢~ of the linear differential equation
without the source term with proper boundary condition at x = a and z =
b, i.e., ¢~ (x = a) = 0 and ¢~ (z = b) = 0, the green function satisfying
boundary condition of ¢ is

G(x,2') = ¢(v)ds(rs) (4.20)
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with z. and x- are the smaller one and larger one of x and 2’. Thus

6@) = 6u(0) [ 0-a)SEN + o) [0S (421)

As an example, the radial equation of Poisson equation

?  l(l+1
[drz_ <r2 )]cb(f) = S(r) (4.22)
for 0 <r < 0o has
bel) =1 pa@) =~ (1.23)

4.3 Eigenvalue Problem

Homogeneous linear differential equation without source term S(z),

2

) = Ao (4.20)
in the range of a < x < b. The solution 1, (x) can have an arbitrary overall
scale thus have a normalization condition. Boundary condition at both end
points ¢(x,) = ¥, and ¥ (x;) = ¥, can be satisfied only for special values of
An. Such a value of \, is called eigenvalue and the corresponding v, (x) is
the eigenfunction.

To solve eigenvalue problem use shooting method. Since ¢, (z) can have an
arbitrary overall size, the numerical integral can be started with ¢, (a) = 1,
and ¢! (a) = ¢!, with arbitrary value of ¢/. If it does not satisfy the boundary
condition then do the same thing with a new trial value for \,. Repeat this
process until the boundary condition is satisfied within allowed error. In
choosing a new value of )\, use the method of finding roots in Sect. 2.5.

If ¥ (x) goes to zero exponentially as approaching to the boundaries, then
the error coming from the numerical integral is too large to satisfy boundary
condition. For such a case, integrate in from both end point with boundary
condition and match smoothly the integrated wave function ¢~ (z) and 1~ (x)
at a matching point x,, where v is not too small.

de dx

Ve (Tm) = s (7) ) (4.25)
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Since the normalization condition, the matching condition can be reduced to

77U<(17m - h) o 7vb>(l‘m - h)
¢< ("L‘m) ¢> (:L‘m)

= 0 (4.26)



